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1. [a] The local truncation error is given by

i () = P M

where 2,1 is computed by one step of the method starting from y,,, and we determine
Yna1 by the use of a Taylor Series around ¢,,:

2
s = v (0) + () + O(H9). @)
We realize that
yl(tN> = f(tnv yn)
d ny n a nsy n a nsy n /
y”(tn) _ f(tdty ) _ f(taty ) + f(tayy )y (tn) _ (3)
N Of (tns yn) | Of (tn; Yn)

Hence, this gives

B , h? (Of (tn,yn)  Of (tn, yn)
Ynt1 = Yn + hy (tn> + = ( ot + By

2 ) + 0. (1)

For 2,41, after substitution of the predictor-step for z;;_ | into the corrector-step, and
using the Taylor Series around (t,,y,)

Zntl = Yn + % (f (s yn) + f(tn + By + hf (tn, yn))) =

h Of (tns Yn) Of (s Yn) 2 (5)
oty (st + 1) 4 0L g, ) 2L )y 1 002y
Then, it follows that
Yni1 — zns1 = O(R?), and hence 7,1 (h) = O(:3> = 0(h?) (6)



[b] Consider the test-equation ' = Ay, then it follows that
Wy = Wy + hAw, = (14 h\)wy,

h
Wp41 = Wy + a(Awn + Aw;kz-i-l) = (7)
h (hA)?
= wa + 5 (M + Mwy + hdw,)) = (14 hA+ =22,
Hence the amplification factor is given by
h\)?
Q(hN) = 1+ h + % (8)

[c] Let 21 = y and x5 = %/, then it follows that y” = ), and hence we get

xhy + 1229 + 7221 = sin(t),
To = T}.

This expression is written as

[
Ty = Ta,

xh = —T72x1 — 1229 + sin(t). (10)

Finally, we get the following matrix—form:

() = (5 o) () () -

0 1 0 . i :
Here, we have A = 79 _12) and f = (sin ( t)) . The initial conditions are given

by <x2(0)) - (2 '
[d] The Modified Euler Method, applied to the system 2’ = Az + f, gives

h Awo—iri()),

. . (12)
3 \Awy + f + Awy JrL) ’

With the initial condition and h = 0.1, this gives

(b5 )0 )-(5)

Then, the correction—step is given by

w, = G) + 3 ((—%2 —112) @ * (8) - (—072 —112) (—1726> " <Sin(<)%)>) -

(072
~ \—2.55501

(14)



le] To this extent, we determine the eigenvalues of the matrix A. Subsequently, these
eigenvalues are substituted into the amplification factor. The eigenvalues of A are
given by —6 4 6¢. Using h = 0.25, it follows that

1 1 1 3 3. 72 1 3
:1 — 2 2:1 — — ) —_— — >2:1—— ———:————
Q(h)N) +hA+2hA +4( 6+6z)+32( 6+61) 5T 555 5 (14;)

Herewith, it follows that |Q(hA)|? = ; + & = 2 < 1. Hence for h = 0.25, it follows
that the method applied to the given system is stable. Note that this conclusion
holds for both the eigenvalues of A since they are complex conjugates.

(a) The first order backward difference formula for the first derivative is given by

py~ 1O 1=

Using t = 2, and h = 1 the approximation of the velocity is

M =250 — 215 = 35 (m/s).

(b) Taylor polynomials are:

FO) = F(2m) - 2nf 2m) + 22 f" (2m) — P ey
F) = fem —nf n) + g en - 2,

f(2h) = [f(2h).

We know that Q(h) = 52 f(0) + 5-f(h) + S2f(2h), which should be equal to
f'(2h) + O(h?). This leads to the following conditions:

D o+og o+ B -0,
—20[0 — (0%} = 1,
QOJOh + %O&lh = 0.

(¢) The truncation error follows from the Taylor polynomials:

- il 0) — Ly 1 2 e
et A0 AL EH0) 6 AL ED )

Using the new formula with A~ = 1 we obtain the estimate:
f(O) —4f(1)+3f(2) 200 —4 x215+3 x250
2 B 2 B

Note that the estimated velocity of the vehicle is larger than the maximum
speed of 40 (m/s).

45 (m/s).




(d) To estimate the measuring error we note that

(f(0) — f(0)) — 4(f(h) — f(h)) + 3(f(2h) — f<2h>>‘
2h
£(0) = £(0)] + 4] f(R) — f(R)| + 3| £ (2h) — f(2R)| _ 4e

< <=,
- 2h ~ h

Q(h) — Q)| = |

so C = 4.
(e) We integrate f(z), in which we approximate f(x) by pi(x), then it follows:

/ flz)de ~ /x01p1(w)dx _ / {f(xo);__g;ll + f<x1>;1‘_j)0 } dz =

- [pteznr

2 Tr1 — X

o]+ [FEE 0| = G = o)+ £

(16)
This is the Trapezoidal Rule.

f) The magnitude of the error of the numerical integration over interval [z, ;] is
g &
given by

|/ f dw—/xopl o) = |/ 1) da] =

|/$11$—x0 (x — 1) f" (x(x ))d$|<— max |f” |/ x —xo)(z) — x)dr =

:ve[zo z1]

3
1 — X max
12( 1 — To) xe[xom|f (z)].



