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1. (a) The local truncation error is given by

n — Zn
Twsr(h) = % (1)

Here we obtain y,,1 by a Taylor expansion around t,:

2

! h Vi
Ynir = Yo £y (ta) + 59" (tn) + O(h?). (2)

For 2,41, we obtain, after substitution of the predictor step for 2, into the
corrector step

Zn+1 = Yn + h ((1 - e)f(tna yn) + Qf(tn + h, Yn + hf(tm yn))) (3)
After a Taylor expansion of f(t,+h, y,+hf(tn,ys)) around (t,,y,) one obtains:
a ny JIn a ny Jn

s = b (1= 007t ) 008 ) + LG 1 0,0y 1 o) )
(4)

From the differential equation we know that:

From the Chain Rule of Differentiation, we derive

d ny Jn a ny JIn a ny JIn !
S (1) = f(tdty ) _ f(gty ) f(gyy )y(tn) (6)

after substitution of the differential equation one obtains:

8 ny JIn 8 ny JIn
"t = f(taty>+ f(tayy)

S (s yn) (7)

This implies that 2,41 = y, + hy/(t,) + 0h*y"(t,). Subsequently, it follows that
O(h?)
h
O(h3)
h

Yni1 = Znp1 = O(h?), and, hence 7,11(h) = =O(h) for 0 <6 <1, (8)

1
Yni1 — Zne1 = O(R*), and, hence 7,1 (h) = = O(h?) for 0 = 5 9)



(b)

Consider the test equation ¥’ = Ay, then, herewith, one obtains

Wy =Wy, + hAw, = (1 4+ hX)w,,
W1 = Wy, + h((1 — ) w, + 0w, ) = (10)
= wy, + h((1 — ) w, + ON(w, + hdw,)) = (1 + hX + 0(hN)?)w,.

Hence the amplification factor is given by
Q(hX) = 1+ hA + 0(h))2. (11)
We start this exercise by using the following vector:
r1 =Y

To =1
From this it follows that
=1y = a9

ah=1y" = —dy —8y 41> —1=—dxy — 8z + 1> — 1

where we have used the second order differential equation. We can write this as
follows in matrix-vector notation:

()= (G L) G ()

So it follows that A = (—08 _14) and f(t) =0 and g(t) = ¢* — 1.

In order to do one step we first note that

(o) = () - 0)

The predictor step with A = 1 now gives:

= () (G 2) )+ (5) = (0)+(5) = ()

Finally the correction step with 6 = % leads to

o= () () (G 20 )= () -G



(e) Compute the eigenvalues of matrix (—8 _1 4
—A 1
-8 —4 -\
polynomial are equal to \; = —2 4 2 and Ay = —2 — 2i. Since \y = \; it is
sufficient to consider A\; only. For h = 1 we obtain hA; = —2 + 2i. This implies
that

). To do this we compute the

determinant of ( ) , which is equal to A2+ 4\ + 8. The roots of this

Q(hA1) = 1+ hA; + 0(hA)?
Q(hA1) = 14 (=2 + 26) + 0(—2 + 24)?
QhA)=1—2+2i+0(4—8i—4)=—1+i(2—80)

In order to check that |Q(hA1)| < 1, we compute the modulus of Q(hA;), which
is equal to
12+ (2 —80)2

1

It is easy to see that this is only less than or equal to 1 if 6 = 7.

(a) The Taylor polynomials around 0 are given by:

f0) = £(0),
/ h2 " h3 "
fh) = FO)+Af0)+ S f(0)+ o f (&),
/ " h 3 1"
FoR) = 70+ 2ns )+ o 0) + e

Here &1 € (0, h), & € (0,2h). We know that Q(h) = 75 f(0)+ 33 f(h) + 33 f(2h),
which should be equal to f”(0) + O(h). This leads to the following conditions:

O g+ g+ =0,

£(0): e+ A =0,

(0 : o+ thQO‘Z = 1.

This can also be written as

f(O) . ayg + o + Qg = 0 s
f/(O) : a; + 200 = 0,
(0 : G+ 20 = 1.

(b) The truncation error follows from the Taylor polynomials:

_ 2 ey 4 8 e,
P10) - Qo) = (o) - TOZ AW IO )+ e

= hf"(E).




(c¢) Note that

=Kh
h h
1"
02y = k(=
7 -ol = k(&)
Subtraction gives:
h h h
—) — =Kh—-—K-=K(=).
Q) —am = kn - K2 = K(%)
We choose h = 3. Then Q(h) = Q(3) = &2X002505L — 3 and Q(%) =
0*2”‘(’15)2*01250 = 1.5008. Combining (13) and (14) shows that
4
£1(0) = Q(3) = Q(3) — Q(3) = ~1.4992
47 Y 2/
(d)

To estimate the rounding error we note that

Q(h) — Q)| = |

(£(0) = F(0)) = 2(f(h) — f(h)) + (f(2h) — f(2h))
h2
1£(0) = F(0)| + 21 £(h) = F(B)] + | f(2h) — F(2h)] o e
h? — h?
so C] = 4. Since only 4 digits are given the rounding error is: € = 0.00005.
The total error is bounded by

<

£7(0) = Q)] = 1£"(0) = Q(h) + Q(h) — Q(R)]
< 1£7(0) = Q)| +1Q(R) — Q(h)]

opt — 3

This is minimal for Ay, for which ¢'(hey) = 0. Note that ¢'(h) =6 — ,fg This
implies that b2, = 4, 50 hy = (£)5 ~ 0.0405.

Q1)



